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Abstract-A recommendation engine is an automated machine learning technique developed to filter some entities called 

people, properties or objects, products and movies based on user preference. This can be employed to express 

recommendation based on user interest determined by its market value. The increasing demand and limited in supply of 

housing properties limits the existing methods of operation to bear a heavy burden in recommending housing properties. 

This leads to information overload which made it difficult to search and recommend properties with respect to user's 

specific interest. These can be affected by its location and condition of property. Therefore; we proposed the use of a 

recommendation engine with collaborative technique in providing optimal solution to the challenges facing the housing 

market. This work is aimed at developing an efficient recommendation engine to estimate housing values. This serves to 

overcome the problem of information overload, help understand what the user wants and recommend properties with the 

most popular features. The implementation was done using logistic regression and K-nearest neighbor techniques with 

Python. The performance was improved with some fine-turned hyper-parameter values using the kaggle online dataset. 

The K-nearest neighbor produced 100% prediction accuracy recorded to be better than the logistic regression with 54.6% 

accuracy rate. 
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I. INTRODUCTION 

 

A recommendation engine is an automated system 

developed to extract some entities called items based on 

user preference[1]. Items are the objects of user interest 

or distinct things considered as properties/buildings, 

movies, objects, products and etc[2]. Recommendation 

techniques have been gaining the interest of professional 

in the community of research for solving realistic 

problems using different recommendation techniques. 

And some of these well-known and widely used 

approaches includes: logistic regression(LR), K-nearest 

neighbors(KNN), support vector machine, Clustering 

techniques, Bayesian network models and etc [3],[4].  

 

The arising demand of housings properties forced the 

existing methods of practice to bear heavy burden. 

Unable to recommend properties based on the specific 

interest of user's. This evidently could not help them 

search, match and recommend properties to group of 

users having same interest. The housing property value 

can be affected by its location, available space, social 

amenities, and condition, and number of rooms and 

etc[5],[6]. Most business managers could not understand 

their customers often time; because customers at times 

can behave much differently than we think. So it is 

important to show customers what is relevant with items 

or properties that they may have interest on by [7],[8]. 

The aim is to develop an efficient recommendation 

engine in predicting real estate housing values. Which 

will serve to overcome the problem of information 

overload, saves time and help understand what the user 

really wants. We intend to employ the logistic regression 

and K-nearest neighbor types of recommendation 

techniques using the kaggle real estate dataset made 

available online. And Python (Anaconda: Spider IDE) 

programming language will be used for the simulation.  

 

This paper is organized in sections as follows: Section 

two presents a brief review of related literatures to the 

study area and the knowledge gap in exploring the 

proposed model; Section three, introduces the materials 

and methods: which presents the different 

methods employed and materials used for building the 

model; Section four, focuses on the results and detailed 

discussion of results; Section five presents the conclusion 

to the paper. 

 

II. RELATED WORKS 

 

A collaborative search algorithm was proposed to match 

features of real estate properties from an online portal as 

http://www.isroset.org/
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a source of buying, selling and renting/leasing [9]. This 

model was able to overcome the problem of privacy to 

get notification in the search space from an online portal 

using a database system. But encountered some 

difficulties where the recommender system could not 

predict or properties/items that users may have similar 

interest base on their features. Babu, et al.[10]; developed 

a recommendation system to predict real estate property 

values using multiple and polynomial model. This model 

was able to extract the important features of real estate 

properties to overcome the error for residual sum of 

square after training. This leads to the problem of over-

fitting; but was reduced by the adoption of ridge 

regression model in producing an optimal solution. But 

there was biasness in the process of model fitting which 

produced low accuracy metrics. Sharma, et al.[11], 

adopted Auto regression and integrated moving average 

model (ARIMA) with the help of content based linear 

regression algorithm to predict real estate property 

values. This was able to solve the problem of stress 

involving human in the manual computation process and 

produced 87% metrics of accuracy. The model resulted to 

low accuracy rate when the predictors are interdependent 

and not correlated. Kansara, et al.[12]; developed an 

improved machine learning (ML) technique with stacked 

regression to predict the values of real estate properties. 

The dataset was split into 80% training and 30% testing 

set to learn changes in the dependent variable (estimated 

price) with respect to the independent variable. The root 

mean square error (RMSE) method was employed as an 

appropriate tool to fit the model. This model was able to 

produce new predictions using multiple linear regression 

(ML), random forest(RF), XBoost algorithm produced a 

success metrics of 92.66%, 91.19%, and 93.17% 

respectively[12]. But these models could not work well 

with large volume of dataset as such required more 

training time. Erkeh, et al.[14]; adopted the collaborative 

and content-based recommendation system techniques to 

overcome the increased problem of property listing in 

Turkey. This model was able to satisfy user's interest with 

properties that have similar characteristic/features to be 

recommended. The top-N fraction of the diversification 

technique was improved; but limited in expressing 

recommendation on properties below a specific threshold. 

The scalable model could not handle the arising need of 

new listing cases which lead to the adoption of 

diversification techniques to improve system 

performance. And results to low sensitivity value in terms 

of price, living space and location. Sing, et al.[15], 

employed linear regression (LR) and random forest 

model-based collaborative technique to express 

recommendation on real estate properties that are below 

the market value.  Uzut, et al.[16], developed a hybrid 

model using random forest, gradient boost and linear 

regression algorithms to predict real estate property 

values. Both model required more training time to 

produce a better result and could not work effectively 

well with large dataset.  Manjula, et al.[17]; presented a 

multi-variate regression model to estimate real estate 

housing values/prices. The model was trained and tested 

with houses measured and recorded in one-square-feet 

against property prices or values. The increase in model 

feature complexity resulted to the problem of over-fitting 

with low accuracy level as such required more training 

time.  Chen, et al.[8]; adopted a model in estimating 

residential property values using the support vector 

machine (SVM). Two different samples from 

neighbouring districts were collected for comparison in 

terms of property proximity and location. The hit-rate of 

their proposed system produced 81.8% metrics of 

accuracy when other adjustable parameters such as the 

karnel(C) was set to 50(C=50) and gamma variable to 

0.5(γ=0.5). The collated training data samples were too 

small to obtain higher level of accuracy as such required 

larger data items for the training and testing set 

classification to efficiently work well.  Bahia, et al.[18]; 

presented a neural network model to predict the prices of 

real estate residential properties using the cascade 

forward and backward propagation neural-network. The 

mean square error value was recorded to be 13.583% at 

82 iterations (epoch) and produced 96% metrics of 

accuracy level. The performance of this model was 

affected by the neural network training time as a result of 

the increasing mean square error(MSE) value triggered 

by the sample validation test. Mishra, et al.[19]; carried 

out a research to predict the rating similarity between 

user-based search patterns on real estate properties with 

the help of a user-based collaborative-filtering algorithm 

through a process called isolation. The user-based 

estimated property values were computed using the 

weighted sum of different data search patterns on real 

estate properties. This was able to group highly rated 

user-based search patterns at the training and testing 

stage. 

 

III. MATERIAL AND METHODS 

 

From the existing literatures, we were able to build and 

use a recommendation engine. We adopted the user-based 

collaborative recommendation algorithm (KNN and LR) 

to recommend real estate housing properties based on 

characteristics. The model is developed to classify users 

into different classes/segments and recommend properties 

in the order of user preference and the group they belong 

to [20]. The recommendation engine is employed to make 

decisions about properties based on item similarity and 

user interest [21]. The properties are automatically 

grouped into the following classes: low, average and high 

class prices. This can be achieved by extracting the 

lowest and highest housing prices.  

 

Dataset: The dataset used was obtained from the kaggle 

online repository site containing twenty one thousand six 

hundred and thirteen (21613) items. And each instance 

has attributes about real estate housing properties in terms 

of id, date, price, floors, size, location, number of rooms 

and bathrooms, grade and etc. The dataset is divided into 

80 and 20 percent training and testing set respectively. 
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A Recommendation engine: is an automated machine 

learning system developed to filter or extract some 

entities called people, properties or objects, products, 

movies, songs and etc[23]. There are three main phases 

involved in building a recommendation engine identified 

by Isinikage, et al.[24] as: Information collection, 

learning and recommendation phases. 

 

Information collection phase: is the collection of 

detailed information about user in building a model for 

prediction task based on the content of resources the user 

may want to access by Ghazanfar, et al.[25]. The 

functionality of a recommendation agent depends mainly 

on user profile and input in producing accurate and 

reliable result by Papagelis, & Plexousakis, [26]. The 

input includes explicit by means of considering user 

choice in products or items and implicit based on user 

preference through some observed characteristics by Min 

& Han, [27]. The success metric of every 

recommendation model relies mainly on the ability of the 

developers to represent user's current state of 

preference/interest about an item. 

 

Learning phase: This employs a learning algorithm to 

extract/filter notable user characteristics/features obtained 

from the feedback stage of information collection[28]. 

 

Recommendation or prediction phase:  in this phase 

properties(items) are predicted based on what user's may 

like best using the dataset obtained from the information 

collection stage.  According to Burke,[29]; prediction 

phase could be memory or model-based through the user 

observed activities. 

 

 (a). Content-based filtering model: This employs series 

of continuing features about properties put in order to 

recommend more features with strictly comparable 

properties. It analyses the content present in the item been 

recommended and group into user class[30]. 

(b). Hybrid-Based filtering is based on the concept of 

both user-based collaborative filtering(UBF) and content-

based collaborative filtering(CBF). 

 

(c). Collaborative filtering: The entire intelligence of 

user-based come into play, but not necessarily taking in 

account much about what the items is all about, rather 

who is interested[31],[32]. 

 

 (i). Memory-based filtering: The model-based filtering 

learns from previous user ratings to enhance the 

functionality of the collaborative technique. The likes of 

model-based algorithms include: regression and 

clustering techniques, singular value 

decomposition(SVD) and matrix completion 

techniques(MCT). These algorithms employs user-item 

matrix to determine the relations between items.  

 

User-based filtering is the building of a model with 

respect to user behaviour and similar decisions made by 

other users. This can be used in predicting housing 

properties which a user may have specific interest. 

 

Item-based filtering: The item-based CF is built based 

on the similarity between properties or items.  All the 

user rated items can be filtered to compute the similarity 

between target items.  Considering K having the set of 

most similar items(k={ n1, n2, n3, . . . nk } and ni, nj 

assumed to have equal similarity score between the ni and 

nj items. This can be computed using the adjusted cosine 

similarity given by Sarwar, et al.[32] as follows: 

     
  

∑               
       

√∑ (     
)
 

        
 ∑ (     

)
 

        

                (1) 

 

The normalizing rating becomes 

      
                                           (2) 

Where   is the user average and       the user rating. 

This can overcome the irregularities found in the user's 

rating scale. 

 

(ii). Model-based recommendation system: 

The proposed system model is adopted to extract some 

useful features/information from the dataset for 

expressing commendations without having to use the 

entire items at every time[30]. This is one of the best 

among other techniques used to solve the problem of 

over-fitting easily and potentially offers the benefit of 

speed and scalability. The prediction accuracy of the 

proposed system depends mainly on the way the model is 

built[33],[34]. 

 

User-based collaborative recommendation Algorithm 

Step 1: Start 

Step 2: Look for group of user's with common/similar 

interest/taste 

Step 3: Algorithm search at different features and likes of 

the users(location, size, house floor and 

Recommendation Engine 

Figure 1: Architecture of Recommendation System,                

Source:  Mubaraka, et al.[22] 

 

 

 

 

 

Content-based 

Filtering  

Collaborative 
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Model-based 

Filtering  

Memory-based 

Filtering  

Logistic Regression 

KNN etc  



  Int. J. Sci. Res. in Computer Science and Engineering                                                                     Vol.9, Issue.1, Feb 2021 

© 2021, IJSRCSE All Rights Reserved                                                                                                                                4 

condition) and combine them to make 

suggestions(Choices) 

Step 4: Select an algorithm to measure the user property 

similarity(KNN and LR) 

Step 5: Stop 

 

Logistic Regression Technique(LRT): 

The Logistic_Regression class and accuracy score was 

invoked from the sklearn linear_model and metrics 

embedded in Python library. The LR model was fitted 

using the training and test split dataset with attributes of 

id, housing price and number of bathrooms and etc. The 

test size was set to 0.2 and random state set to 2 to learn 

from data patterns. The LR model was able to learn and 

make predictions that required scaling data represented 

with labels(low=1, Average=2 and high=3).  

 

K-nearest neighbor technique: 

The KNeighbors classifier and accuracy score was 

invoked from the sklearn neighbors and metrics 

embedded in Python library respectively. The KNN 

model was fitted using the training and test split dataset 

using the attributes of housing price, no. of rooms, 

bathrooms and etc. The test size was set to 0.2 and 

random state set to 2. This model was trained and tested 

to learn from the classified data pattern in predicting the 

target values. The KNN was able to make accurate 

predictions using the housing prices as input after training 

without data scaling. 

 

IV. RESULTS AND DISCUSSIONS 

 

We adopted the KNN and LR to recommend housing 

properties based on features that are common. This made 

it easier to find properties with similar 

features/characteristics. 

  

 
Figure 2: The total number of dataset tested 

 

Figure 2 depicts the total number of trained and tested 

dataset obtained from the proposed system model. The 

housing prices are categorized into three different classes; 

namely: low, average and high class prices represented 

with blue, green and black respectively.  The average 

price is recorded to be the highest(9147), followed by the 

High class(6506) and low class as (5960) prices to form 

the total shown as (9147+6506+5960)=21613 items.  

 
Figure 3: Rated housing properties values based on user 

interest 

 

The model recommended 3-bedroom flats to be of higher 

rate of user's interest followed by 4, 2, 6, 1, 6, 7, self-

contain/1-room apartment and etc. Therefore, 3 and 4-

bedroom flats are predicted to have the highest rate by the 

recommendation system based on user-preference 

obtained from the proposed system dataset. 

 

 
Figure 4:  The Condition of housing properties 

 

Figure 4 shows the condition of housing properties and 

how it affects property value based on user preference or 

interest. C.1, C.2, C.3, C.4 and C.5 are variables used in 

representing the condition of housing properties. But C4 

is recommended by the engine to have the highest user 

rating value with similarity interest followed by C.4 and 

C.5 obtained from the dataset. 

 

 
Figure 5: Location of housing properties 
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Figure 5 depicts the location of real estate properties and 

how it affects property values obtained from the proposed 

system dataset. There are several housing properties 

located and highly concentrated within the latitude of 

47.3 and 48.8 and longitude -122.0 to -122.4. 

 
Table 1: Number of bedrooms against price 

Bedrooms Average Price User Rating 

0 4.102231e+05 13 

1 3.176580e+05 199 

2 4.013877e+05 2760 

3 4.662524e+05 9828 

4 6.355611e+05 6883 

5 7.873442e+05 1602 

6 8.258535e+05 272 

7 9.514478e+05 38 

8 1.105077e+06 13 

9 8.939998e+05 6 

10 8.200000e+05 3 

11 5.200000e+05 2 

12 6.400000e+05 1 

 

 
Table 2: Condition of Housing against Price 

Condition Average price User Rating 

1 334431.666667  30 

2 327316.215116 172 

3 542134.512289 14031 

4 521300.705230 5679 

5 612577.742504 1701 

 

 
Table 3: Housing grades against Price 

Grade Average Price User Rating 

1 1.420000e+05 1 

3 2.056667e+05 3 

4 2.143810e+0 29 

5 2.485240e+05 242 

6 3.018784e+05 2039 

7 4.025933e+05 8981 

8 5.428584e+05 6071 

9 7.736759e+05 1616 

10 1.072347e+06 1134 

11 1.497898e+06 400 

12 2.192500e+06 50 

13 3.710769e+06 13 

 

The model was able to search and classify users into 13, 5 

and 12 groups as shown in figure 1, 2 and 3 having same 

interest based on the no. of bedrooms, house condition 

and grades obtained from the dataset. The attributes and 

average prices are mapped to group of similar users with 

same characteristics/features. 

 
Table 4: The classification report of KNN 

 precision recall f1-score support 

Average_p 1.0 1.0 1.0 9147 

High_P 1.0 1.0 1.0 6506 

Low_P 1.0 1.0 1.0 5960 

accuracy   1.0 21613 

macro_avg 1.0 1.0 1.0 21613 
weighted_avg 1.0 1.0 1.0 21613 

 

 

Table 5: The classification report for logistic regression 

 Precision Recall F1-score Support 

Average_p 0.76 0.39 0.52 5960 

High_P 0.53 0.49 0.51 9147 

Low_P 0.46 0.70 0.55 6506 

accuracy   0.53 21613 

macro_avg 0.58 0.53 0.52 21613 
weighted_avg 0.57 0.53 0.52 21613 

 

The accuracy rate was measured using different 

parameters or metrics but depends on the filtering 

method. According to Sarwar et al.(2001) there are two 

major ways of measuring the performance of 

recommender systems: viz; the statistical and decision 

support metrics of accuracy(DSMA). The DSMA is used 

to extract quality data from the available set of items 

using: Recall, F-score and precision as shown in table 4 

and 5. This can be computed as follows: 
 

Precision(P) =
                               

                            
                 (2) 

 

Recall(R) = 
                                

                                   
                (3)                  

 

F-score =
   

   
                                 (4) 

 
Figure 6: Predicted classes of housing prices 

S/N Price Target LR_Pred KNN_Pred 

0 221900.0 Low.P Low.P Low.P 

1 538000.0 Average.P Average.P Average.P 

2 180000.0 Low.P Low.P Low.P 

3 604000.0 HighP High.P High.P 

4 510000.0 Average.P High.P Average.P 

. . . . . . . . . . . . . . . 

21608 21610.0 Average.P High.P Average.P 

21609 400000.0 Average.P Average.P Average.P 

21610 402101.0 Average.P High.P Average.P 

21611 400000.0 Average.P High.P Average,P 

21612 325000.0 Low.P High.P Low.P 

 

Figure 6 depicts the predicted target values of KNN and 

LR. The exact solution is recorded under the target 

variable used to check mate the functionality of both 

models against housing prices. The predicted KNN was 

same the target while logistic regression produced a lot of 

wrongly values. The prediction made by KNN in serial 

number 4 was Average.p and target recorded Average.p 

but logistic predicted High.P using the housing price. 
 

 
Figure 6: The total number of predicted housing values based 

on user rating 
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Figure 6 depicts the total number of predicted housing 

values in the order of user preference. The KNN 

produced the best and exactly as the target shown in 

figure 2 above. While LR produced the least with some 

variations in predicting correctly as the target. 

 
Table 7: Metrics of comparison 

Model Complexity KNN Logistic 

Regression 

Prediction Accuracy 100% 52.60% 

Training time 0.211s 3.94s 

Prediction time 1.59s 0.52s 

 

Table 7 shows the model complexity in terms of 

accuracy, prediction and training time variation. The 

KNN produce 100% prediction accuracy and training 

time 0.211 second which performed better compared to 

LR with 52.60% and 3.94 seconds. The LR prediction 

time was faster than the KNN recorded to be 1.59 and 

0.52 seconds respectively. 

  

V. CONCLUSION 

 

The model is useful to professionals, brokers and 

investors in recommending housing properties to users 

based on price, location, grade and etc as an order of 

preference. The KNN produced 100% metrics of 

accuracy which was better than the logistic regression 

model with adjusted nearest neighbor value. The logistic 

regression required data scaling in producing 54.7% 

accuracy rate with some fine-tuned hyper-parameter 

values. The model performed well in predicting new born 

housing properties and less prone to over-fitting. The 

training time complexity of KNN was faster but higher in 

prediction time than logistic regression model.  
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