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Abstract— This study examines forecasting methods—Naïve, SARIMA, and SARIMAX—to enhance the accuracy of Google 

search trend predictions in the fitness industry, specifically for the keyword "Gym." The Naïve method serves as a baseline 

comparison, SARIMA incorporates seasonal, autoregressive, and moving average components for improved trend detection, 

while SARIMAX extends SARIMA by integrating exogenous variables. Historical Google search data from 2005 to 2015 is 

used for model evaluation, with performance assessed using MAE, RMSE, and MAPE metrics. The findings indicate that 

SARIMAX, which accounts for external influences, provides the highest accuracy. Additionally, short-term models exhibit 

greater responsiveness to seasonal variations. This study offers insights into the strengths and limitations of each method, 

assisting practitioners in selecting the most suitable approach for improving search trend forecasting and supporting data-driven 

decision-making in the fitness industry. 
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1. Introduction  

Nowadays, a lot of individuals rely on the internet as their 

main information source. Google, one of the top search 

engines, gathers and keeps track of user-inputted terms. 

Online trends, inclinations, and user preferences are reflected 

in this search data. As a result, search data analysis is 

essential for many areas, including content strategy creation, 

business planning, and digital marketing [1]. 

 

Forecasting shifts in Google keyword demand has a big 

influence on company choices, particularly in sectors where 

market trends are crucial. The fitness and gym sector is one 

such area that is impacted by search patterns. Seasonal 

patterns and other outside variables can cause fluctuations in 

the demand for goods and services in this sector [2]. 

Therefore, in order to assist stakeholders in creating more 

successful business plans, an accurate forecasting tool is 

required to predict future trends in Google search [3]. 

 

Several previous studies have explored Google search 

predictions in various contexts. For example, a study on 

Google search prediction for hijab brands in Indonesia used a 

combination of classical methods and machine learning, 

showing that the combined approach had lower errors than 

single methods [4]. Additionally, Google Trends data has 

been used to forecast the number of dengue fever cases using 

the ARIMAX method, with results indicating improved 

prediction accuracy and minimized forecasting errors [5]. 

Another study utilized Google Trends to analyze inflation in 

Indonesia, with ARIMAX being identified as the best model 

for this context [6]. 

 

Many forecasting techniques have been used in a variety of 

industries, but there are still a number of unanswered research 

questions. The majority of current research concentrates on a 

single forecasting technique or a particular hybrid approach 

without methodically contrasting straightforward techniques 

like the Naive Method with more intricate models like 

SARIMA and SARIMAX. It is challenging to identify the 

best strategy for various forecasting scenarios due to the 

paucity of comparative studies that evaluate the advantages 

and disadvantages of each method [7]. 

 

Additionally, there is currently a dearth of research that uses 

Google Trends data to forecast trends in the fitness sector. 

There is an urgent need for specialist research on search trend 

forecasts in this field because of the industry's quick trend 

fluctuations, which are driven by things like marketing 

campaigns, seasonality, and changes in lifestyle [8, 9], [10]. 
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The inclusion of external factors, which can improve 

prediction accuracy, is another benefit of the SARIMAX 

model. Studies determining the most pertinent external 

factors in relation to Google search trends for the fitness 

sector are still few, nevertheless. Although this component 

has not been fully examined in the literature to yet, a deeper 

comprehension of these variables might greatly enhance 

predicting ability [4, 11]. 

In the study conducted by Nisha Thakur and Sanjeev 

Karmakar were approached using Long Short-Term Memory 

(LSTM) models. The model’s performance was assessed 

using evaluation metrics such as Mean Absolute Deviation 

(MAD), Mean Square Error (MSE), Root Mean Square Error 

(RMSE), Cosine Similarity (CS), and Correlation Coefficient 

(r), across varying learning rates and epoch configurations. 

While the study demonstrated the superior performance of 

LSTM compared to traditional ANN models, it also 

highlighted a broader challenge in the field: the lack of a 

consistent evaluation framework. Many studies, including this 

one, adopt different error metrics—such as MAE, MAPE, or 

MAD—making it difficult to conduct objective and 

standardized comparisons across forecasting models in real-

world applications [12]. . 

This research compares three forecasting methods—the Naive 

Method, SARIMA, and SARIMAX—for predicting Google 

search patterns in the fitness and club business. The 

comparison is made to determine the accuracy of each 

approach in anticipating Google search trends, as well as to 

assess the benefits and drawbacks of basic methods (Naive) 

vs more complicated statistical model-based methods 

(SARIMA and SARIMAX). Furthermore, this study explores 

if include external variables in SARIMAX enhances accuracy 

when compared to other approaches [13]. By understanding 

the effectiveness of each method, this study also aims to 

contribute to the broader literature on Google search trend 

forecasting. 

2. Related Work  

The application of forecasting models in a variety of sectors 

has been the subject of several research, particularly in 

relation to the analysis of trends using time-series data. 

Forecasting methods such as Naive, SARIMA, and 

SARIMAX have been widely employed to predict financial, 

healthcare, and marketing trends. However, there is still a 

dearth of research on Google search trends in particular, 

especially in the fitness industry. The review is divided into 

three primary sections: (1) Utilizing Google Trends for 

Forecasting; (2) Comparative Analysis of Forecasting 

Techniques; and (3) Applying SARIMA and SARIMAX 

Models.  

 

2.1 Application of SARIMA and SARIMAX Models 

In a research published in 2023, Karim et al. investigated how 

well the SARIMA and SARIMAX models predicted 

macroeconomic indices in Australia. The purpose of the study 

was to ascertain if using data from Google Trends might 

increase predicting accuracy. According to the results, 

SARIMAX models—which incorporate external variables—

produced forecasts that were more accurate than those of 

conventional SARIMA models [14].  SARIMA models were 

used in a different research by Jenny Holm (2021) to predict 

monthly weather trends. Evaluating SARIMA's ability to 

capture seasonal fluctuations in precipitation and temperature 

was the goal. The findings showed that seasonal trends were 

accurately predicted using SARIMA models, improving 

prediction accuracy. 

2.2 Use of Google Trends in Forecasting 

The real-time nature of Google Trends data and its relevance 

to consumer behavior have led to its increasing use in 

predicting applications. The use of Google Trends data to 

predict influenza-like symptoms in South Africa was 

investigated in a research by Olukanmi et al. (2021) [15]. The 

purpose of the study was to determine whether adding search 

data may improve conventional models' capacity for 

prediction. According to the findings, models that used data 

from Google Trends performed better than those that only 

used historical sickness data. Boone et.al (2018) looked into 

how Google Trends data may be used to enhance sales 

projections in the business sector. The goal was to ascertain 

whether search trends might be used as predictive markers of 

customer buying patterns [16]. 

This study aims to fill these gaps by evaluating Naive, 

SARIMA, and SARIMAX methods in predicting Google 

search trends related to the fitness industry. By incorporating 

comparative analysis and assessing the impact of external 

variables, this research contributes to the literature on search 

trend forecasting and provides insights for business and 

marketing applications. 

3. Methodology 

Trend analysis, including a case study centered on the term 

"Gym." Monthly search volume statistics for the term "Gym" 

(represented by Y) from January 2005 to December 2015 

(represented by X) make up the dataset. Jupyter Notebook is 

used for data pretreatment and analysis, which makes it easier 

to create models, evaluate them, and visualize the predicting 

results. Each model's performance is evaluated using common 

error metrics like MAE, RMSE, and MAPE in order to 

determine how well it predicts both short-term and long-term 

trends. This study also employs Exploratory Data Analysis 

(EDA) to identify patterns, trends, and potential anomalies 

within Google Trends time series data. EDA plays a crucial 

role in ensuring data quality prior to modeling, including 

handling missing values, outliers, and variable 

transformations. It supports better prediction accuracy and 

enables more objective interpretations in time series 

forecasting [17]. 

 

3.1 Seasonal Naïve Method 

The seasonal naive method is a simple approach to handling 

seasonal elements in time series data. In this context, "naive" 

refers to a direct and minimalistic approach that does not 
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consider further patterns or complexities in the data, 

following the model below [4]: 

ˆ 1 ( 1)Yt Y t s                                                         (1) 

3.2 SARIMA 

The ARIMA method is developed to analyze repetitive or 

seasonal data patterns that occur at fixed intervals such as 

quarterly, semi-annually, and annually. In general, the 

SARIMA model   , , , ,
S

p d q P D Q  is formulated as 

follows [5][6]: 

          1 1
DdS S S

p P t q Q tB B B B Z B B e                         (2) 

 

where: 

, ,p d q  : Orders of non-seasonal AR, differencing, and MA 

, ,P D Q   : Orders of seasonal AR, differencing, and MA 

 1
d

B  : Non-seasonal differencing 

 1
D

SB  : Seasonal differencing 

 P B   : Non-seasonal autoregressive order p  

 q B   : Non-seasonal moving average order q  

P   : Seasonal autoregressive order P  

 S

Q B   : Seasonal moving average order Q  

B  : Backshift operator 

 

3.3 SARIMAX 

The seasonal time series model can be enhanced by 

incorporating several exogenous variables that are considered 

to have a significant influence on the data, thereby increasing 

forecasting accuracy. The SARIMAX model is expressed as 

follows: 

          

1 1 2 2

1 1
DdS S S

p P t q Q t

t t k kt

B B B B Z B B e

a x a x a x

      

  

            (3) 

where ktx  represents the exogenous variable k  at time t , 

while the other symbols remain consistent with the SARIMA 

model. 

 

3.4 Mean Absolute Percentage Error (MAPE) 

MAPE is a relative accuracy measure in percentage form that 

evaluates the forecasting performance. A lower MAPE value 

indicates a better level of accuracy. The formula for 

calculating MAPE is as follows: 

1

ˆ1
100%

n
t t

t t

z z
MAPE

n z


                                                (4) 

where: 

tz   : Actual value at period t  

ˆ
tz   : Predicted value at observation t  

n   : Number of observations 

3.5 Mean Squared Error (MSE) 

MSE measures the average squared difference between 

predicted and actual values. The formula is: 

 
2

1

1
ˆ

n

t t

t

MSE z z
n 

                                                            (5) 

 

3.6 Root Mean Squared Error (RMSE) 

RMSE is the square root of MSE. It provides an error 

measure comparable to the scale of the target variable. This is 

useful because it presents errors in the same unit as the target 

variable. The formula is: 

RMSE MSE                                                                    (6) 

 

3.6 Mean Percentage Error (MPE) 

MPE measures the average percentage difference between 

predicted and actual values. The formula is: 

1

ˆ1
100%

n
t t

t t

z z
MPE

n z


                                         (7)      

The forecasting process in this study consists of the following 

steps: 

1. Data Preparation: Historical rainfall data is collected, 

cleaned, and split into training and testing sets for 

short-term and long-term forecasting analysis. 

2. Exploratory Data Analysis (EDA): EDA is 

performed to understand trends, seasonality, and 

patterns in the data through visualizations such as 

time series plots and seasonal decomposition. 

3. Naïve Model Implementation: Seasonal naïve 

models (short-term and long-term) are applied by 

repeating past seasonal values as forecasts for future 

periods. 

4. Naïve Model Evaluation: Performance metrics such 

as MSE, RMSE, and MAPE are used to compare 

short- and long-term naïve forecasts. The short-term 

model shows better accuracy. 

5. Stationarity Testing: Augmented Dickey-Fuller 

(ADF) test is conducted to assess stationarity. 

Differencing is applied to achieve a stationary time 

series for model fitting. 

6. ACF and PACF Analysis: Autocorrelation and 

partial autocorrelation plots are analyzed to 

determine the AR (autoregressive), MA (moving 

average), and seasonal parameters for 

SARIMA/SARIMAX models. 

7. SARIMA Model Construction: Short-term and long-

term SARIMA models are developed using the 

identified parameters, followed by training and 

forecasting. 

8. SARIMAX Model with Exogenous Variables: 

SARIMAX models are constructed by integrating 



 Int. J. Sci. Res. in Computer Science and Engineering                                                                           Vol.13, Issue.2, Apr. 2025   

© 2025, IJSRCSE All Rights Reserved                                                                                                                                           24 

external variables. Forecasting is performed for both 

short- and long-term horizons. 

9. Model Performance Evaluation: All models are 

evaluated using MSE, RMSE, MAE, and MAPE. 

The short-term SARIMAX model yields the best 

performance due to its ability to capture recent 

patterns and external influences.      

10. Conclusion. 

  

4. Results and Discussion 

Figure 1 illustrates the trend of search interest for the 

keyword "Gym" on Google over a specific time period. The 

plot reveals clear seasonal patterns and an overall upward 

trend, indicating a growing public interest in fitness-related 

topics. The recurring peaks may correspond to common 

periods of heightened fitness interest, such as the beginning 

of the year or pre-summer months. This pattern supports the 

relevance of using time series forecasting methods to model 

and predict future interest. 

 

 
Figure 1. Plot of the word "Gym" on Google 

Based on the plot, the blue line called “gym” shows the 

variation in values that occur in the time range of 25 to 45. 

This graph presents the search data for the word “gym” on 

Google between 2005 and 2015. There is significant variation 

in the data over time, as shown by the fluctuations in the 

Figure 1. 

4.1 Naive Model   

4.1.1 Short-Term and Long-Term Naive Model  

Forecasting 

The periodic fluctuations are displayed in the short-term 

naive seasonal predictions in Figure 2; the comparison 

between the original data (blue line and dots) and the 

predictions (orange line and dots). Although there are some 

similarities, there are significant differences. These patterns 

help determine upcoming seasonal patterns.  

 

 
Figure 2. Short-Term Naive Seasonal Prediction 

  
Figure 3. Long-Term Naive Seasonal Prediction 

Figure 3 Long-term naive seasonal predictions show regular 

fluctuation patterns. The original data (blue line and dots) 

shows significant variation, while the predictions (orange line 

and dots) tend to be stable and follow seasonal patterns. This 

model can identify seasonal patterns for long-term 

predictions. 

The plot shows the original data (blue) and the short-term 

(green) and long-term (orange) naive seasonal predictions. 

Short-term naive seasonal predictions are smoother and more 

accurate as they follow the original data patterns more 

closely. 

4.1.2 Evaluation of Naïve Model   

Table 1. Naïve Evaluation 

 Model MSE RMSE MAPE 

0 Naïve Short-Term Seasonal 7.37 2.71 6.17 

1 Naïve Short-Term Seasonal 17.66 4.20 10.18 

The evaluation results show that the Naive Short-Term 

Seasonal model is better than the Naive Long-Term Seasonal 

model, with lower error values on all metrics (MSE, RMSE, 

and MAPE%). This indicates that the Naive Short-Term 

Seasonal model has better predictive fit than the Naive Long-

Term Seasonal model. 
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4.2 SARIMA Model 

4.2.1 Stationarity   

The Augmented Dickey-Fuller (ADF) test statistic value is 

0.83, well above the critical value for all levels of 

significance. The p-value is also very large, at 0.99, far above 

the 0.05 or 0.01 threshold. This indicates that it fails to reject 

the null hypothesis that the time series has a unit root, leading 

to the conclusion that the time series is not stationary. 

4.2.2 ACF and PACF Before Differencing 

 
Figure 4. ACF and PACF plot before differencing 

While the ACF plot in Figure 4 shows strong autocorrelation 

at the initial lags that gradually decreases, the PACF plot 

shows a significant spike at lag 1, which fits the AR(1) 

model. As a result, the ARIMA(1,0,0) model is appropriate. 

According to the first differencing results, an ADF value of -

3.51 and a p-value of 0.01 indicates stationarity. According to 

the 12th differencing results, an ADF value of -5.29 and a p-

value of 65.77 10  also indicates stationarity. Therefore, 11 

lags will be used with 118 research observations. 

4.2.3 ACF and PACF After Differencing   

After applying differencing to achieve stationarity, further 

analysis was conducted using the following ACF and PACF 

plots shown in Figure 5. 

 
Figure 5. ACF and PACF plot after differencing 

 

Positive autocorrelation is seen at the initial lags in the PACF 

is shown in Figure 5, while ACF and PACF show a sharp 

decline at the initial lags, indicating that the data may have a 

trend or be non-stationary. 2P   (PACF), 2D   

(differencing), and 2q   (ACF) determine the seasonal 

order. 

5.2.2 Long-Term SARIMA Forecast   

 
Figure 6. Comparison graph between actual test data and long-term 

SARIMA model prediction results 

 

The graph in Figure 6 shows the comparison between the 

actual test data and the SARIMA model predictions from 

2005 to 2016, with the training data used as a reference. 

However, there are significant differences between the green 

line (test data) and the orange line (predictions). Significant 

prediction errors are shown at several points, indicating that 

the SARIMA model does not capture all patterns or changes 

in the data. 
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5.2.3 Short-Term SARIMA Forecast   

 
Figure 7.  Comparison graph between actual test data and short-term 

SARIMA model prediction results 

 

According to the actual test data versus SARIMA predictions 

plot, it appears that the training data was used to create the 

SARIMA prediction model. This plot shows the comparison 

between actual test data and predictions made by the 

SARIMA model from 2012 to 2016. We can see from this 

plot that, despite some deviations, the SARIMA predictions 

are quite accurate in following the actual temperature 

fluctuation patterns. 

 

5.2.4 Evaluation of Short-Term and Long-Term SARIMA 

Forecast   

Table 2. SARIMA Model Evaluation 

 Model MSE RMSE MAE MAPE 

0 SARIMA Short-Term 1.23 1.11 0.86 2.12 

1 SARIMA Long-Term 1.31 1.14 0.90 2.34 

 

By comparing the MSE, RMSE, MAE, and MAPE values, it 

is found that the short-term SARIMA method has lower 

values for all model evaluations. Therefore, the short-term 

SARIMA method is more accurate in predicting the data. 

This indicates that the short-term method is more responsive 

to seasonal changes as it focuses on the last values during the 

seasonal period. Conversely, the long-term SARIMA method 

is smoother as it ignores changes and assumes future values 

are averages of the values over the seasonal period. 

4.3 SARIMAX Model 

4.3.1  Long-Term SARIMAX Forecast   

For long-term analysis, the data was split into training and 

testing sets with two proportions. 60% for training and 40% 

for testing, and 85% for training and 15% for testing. Then, 

predictions were made using OLS. ADF test results showed a 

p-value of 0.03, which is lower than the 0.05 significance 

level, indicating that the data is stationary. The ADF test 

statistic of -3.02, which is lower than the critical values at the 

1%, 5%, and 10% significance levels, supports the conclusion 

that the time series is stationary.  

 
Figure 8. ACF and PACF plot before differencing 

In time series models, both plots help determine the order of 

the MA (Moving Average) and AR (Autoregressive) 

components in the time series model. The ACF plot shows 

significant correlation at the initial lags, indicating a seasonal 

or trend component. The PACF plot shows correlation after 

removing the influence of intervening values, indicating a 

potential AR(1) process. 

 
Figure 9.  ACF and PACF plot after differencing 
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The ACF plot in Figure 9 shows strong positive correlation at 

lag 0 that then decreases, with insignificant correlations at 

other lags, indicating that differencing has removed repeating 

patterns. The PACF plot also shows an increase at lag 0 but 

insignificant decreases at higher lags, indicating that 

correlations can be explained by nearby observations.  

In Figure 10 presents the long-term forecast generated using 

the SARIMAX (Seasonal AutoRegressive Integrated Moving 

Average with eXogenous variables) model. The prediction is 

based on historical data combined with relevant external 

variables, aiming to capture long-term trends, seasonal 

patterns, and the influence of exogenous factors. The model is 

expected to provide more accurate insights into future 

developments by incorporating these components 

 
Figure 10. Comparison graph between actual test data and long-term 

SARIMAX model prediction results 

Figure 10. Comparison graph between actual test data and 

long-term SARIMAX model prediction results 

This figure illustrates a comparison between the actual test 

data and the forecasted values produced by the long-term 

SARIMAX model. The graph helps evaluate the model’s 

performance in capturing underlying patterns and trends over 

an extended prediction horizon, highlighting the alignment or 

deviation between observed and predicted value 

 

4.3.2 Short-Term SARIMAX Forecast   

For short-term analysis, the data was split into training and 

testing sets with two proportions. 60% for training and 40% 

for testing, and 85% for training and 15% for testing. 

Predictions were then made using OLS. The ADF test results 

showed sufficient evidence to reject the hypothesis of non-

stationarity, with a p-value of 0.2014, which is greater than 

0.05. The ADF test statistic of -2.2135 is also greater than the 

critical values at the 1%, 5%, and 10% significance levels. 

This indicates that the data is not stationary. Therefore, the 

data needs further attention and may need to be transformed 

to become stationary before being used for modeling or 

further analysis. 

 
Figure 11. ACF and PACF plot before differencing 

The ACF plot in Figure 11 shows strong positive correlation 

at lag 0 that decreases, with a large spike at the initial lags, 

indicating a seasonal or trend component. This helps 

determine the seasonal period or order of the MA component. 

The PACF plot shows a large spike at lag 1 and near-zero at 

subsequent lags, indicating an AR(1) process and helps 

determine the order of the AR component. 

The PACF plot shows in Figure 12 an increase at lag 0 and 

near-zero at subsequent lags, but no significant increases 

outside the confidence interval, indicating that correlations 

may be due to nearby observations. The ACF plot shows 

strong positive correlation at lag 0 that gradually decreases, 

with values within the confidence interval, indicating no 

repeating patterns after differencing. 

 
Figure 12. ACF and PACF plot after differencing 
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Figure 13. Comparison graph between actual test data and 

short-term SARIMAX model prediction results. This figure 

presents a comparison between the actual test data and the 

prediction results generated by the short-term SARIMAX 

model.  

 
Figure 13. Comparison graph between actual test data and short-term 

SARIMAX model prediction results 

The training data (blue), based on the SARIMA plot, shows 

the trend from 2005 to around 2012. The actual test data 

(green) and SARIMAX predictions (orange) start to appear 

after that period. Although there are differences between the 

two, the patterns are generally similar. This indicates that the 

5.3.3 Evaluation of Short-Term and Long-Term 

SARIMAX Model   

This indicates that the SARIMAX model can predict trends 

quite accurately despite some mismatches. 

 
Table 3. SARIMA Model Evaluation  

 Model MSE RMSE MAE MAPE 

0 SARIMAX Short-Term 5.50 2.34 2.04 5.00 

1 SARIMAX Long-Term 31.8 5.63 5.17 13.05 

 
Based on the performance evaluation in Table 3, the short-

term SARIMAX model is recommended for forecasting data 

because it provides better and more accurate results compared 

to the long-term SARIMAX model. 

 

The results and discussion of this study indicate that short-

term forecasting approaches consistently deliver more 

accurate performance compared to long-term models, across 

Naïve, SARIMA, and SARIMAX methods. This is evidenced 

by lower evaluation metrics such as MSE, RMSE, MAE, and 

MAPE in short-term models, reflecting their better ability to 

capture seasonal patterns and data fluctuations. The short-

term SARIMAX model, in particular, demonstrates the 

highest accuracy due to the integration of exogenous 

variables that enhance prediction capabilities. In contrast, 

long-term models tend to be more stable but less responsive 

to recent data variations. Key steps such as differencing, ACF 

and PACF analysis, and stationarity testing play crucial roles 

in optimizing model performance. Therefore, the short-term 

SARIMAX model is recommended as the most reliable 

method for rainfall forecasting in this study. 

 

 

5. Conclusion and Future Scope  

This study evaluates the effectiveness of Naïve, SARIMA, 

and SARIMAX methods in forecasting Google search trends 

within the fitness industry, specifically for the keyword 

"Gym." The results indicate that SARIMAX, which 

incorporates external variables, outperforms other methods in 

terms of accuracy. The Naïve method serves as a simple 

benchmark, while SARIMA, with its integration of seasonal, 

autoregressive, and moving average components, offers 

improved trend detection. SARIMAX further enhances 

predictive accuracy by incorporating external factors, making 

it more adaptable to fluctuations influenced by marketing 

campaigns, seasonal patterns, and lifestyle changes. The 

evaluation, based on MAE, RMSE, and MAPE metrics, 

highlights that short-term forecasting models demonstrate 

greater responsiveness to seasonal variations compared to 

long-term models. 

The findings of this study have significant implications for 

businesses and marketers in the fitness industry, as improved 

trend forecasting enables better decision-making for 

inventory management, advertising strategies, and resource 

allocation. Despite its advantages, SARIMAX requires 

careful selection of relevant external variables, and its 

complexity may limit accessibility for practitioners with 

limited expertise in statistical modeling. Additionally, 

variations in evaluation metrics across different studies make 

direct comparisons challenging, underscoring the need for 

standardized assessment approaches in forecasting research. 

Future research can explore the integration of machine 

learning techniques with SARIMAX to further enhance 

predictive accuracy and adaptability to dynamic search 

trends. Additionally, investigating the impact of various 

external variables, such as economic indicators, social media 

trends, and global events, could provide deeper insights into 

search behavior patterns. Expanding the analysis to other 

industries with volatile search trends would further validate 

the applicability of these forecasting models in diverse 

domains. 
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