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Abstract— Face detection is a vital subroutine in many computer vision systems, such as facial recognition systems, emotion 

detection systems and surveillance systems. Two of the many such algorithms that have emerged powerful in terms of accuracy 

as well as computation efficiency are Multi-task Cascaded Convolutional Networks (MTCNN) and You Only Look Once 

(YOLO). This paper involves a comparative review of MTCNN, YOLO and a Hybrid Model that fuses the two methods. The 

models are trained on the fareselmenshawii/face-detection-dataset and the performance is measured by accuracy, running time 

and the stability of detecting the faces. The experimental findings show that there are apparent trade-offs that exist between 

speed and detection accuracy across the models, but the hybrid strategy shows a balanced execution, as it efficiently takes this 

advantage of the strengths of both MTCNN and YOLO. 
 
Keywords— Face Detection, YOLO, MTCNN, Hybrid Model, Comparison, Algorithm Optimization

 
 
Graphical Abstract-The following diagram shows a cloud 

security architecture that can be used to secure data, 

applications and infrastructure. The system can offer effective 

security of cloud environment against dynamic threats due to 

application of specific security controls. 

  
 

1. Introduction  
 

Face detection establishes a critical foundation for multiple 

programs through its deployment in surveillance operations 

together with emotion detection systems and facial 

recognition systems as well as biometric security 

mechanisms. The accuracy together with the efficiency of 

face detection mechanisms play an essential role in achieving 

system reliability. Modern deep learning models surpass 

previous methods in face detection where MTCNN [1] and 

YOLO [2] establish themselves as top choices because of 

their effective operation. The detection of both small and 

occluded faces comes naturally to MTCNN but YOLO 

demonstrates exceptional speed and accuracy in performing 

object detection. The individual deployment of these systems 

reveals reduction in effectiveness. The novel face detection 

model brings together YOLO’s rapid detection functioning 

with MTCNN’s high precision small facial feature 

recognition so users can achieve superior performance and 

quick execution. A new system has been developed to 

enhance face detection capabilities especially when facing 

diverse environmental conditions that alter lighting and have 

items obstructing faces and require detection of multiple 

human facial sizes. 

 

2. Related Work  
 

Multiple face detection models based on deep learning 

technology provide different performance characteristics to 

users. The face and facial landmark detection of MTCNN [1] 

employs three neural networks in cascade to find faces and 

their features while achieving high precision and excels at 

discovering partially covered small faces. YOLO [2] operates 

as a fast object detection algorithm that needs one scan 

through images to function thus enabling its use for real-time 

applications like face detection. YOLO experiences 

difficulties finding small faces that appear in intricate 

background environments. Researchers combined isolated 

models into Hybrid Models according to Wang et al. [3] for 
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boosting detection accuracy while increasing robustness and 

operational efficiency. Hybrid detection frameworks utilize 

optimistic model characteristics from various techniques to 

enhance execution when encountering subtle images under 

different illumination levels or physical coverings. Multiple 

detection strategies combined in single applications enable 

real-world solutions especially for surveillance systems as 

well as biometric and human-computer interaction operations. 

 

3. Methodology 
 

Dataset This work uses the face-detection-dataset by 

fareselmenshawii to train and test. The dataset is a wide 

variety of images with annotations in the form of bounding 

boxes around the human faces, which are precise and suitable 

to benchmark face detection models. 

 

Implementations of Algorithms MTCNN (Multi-task 

Cascaded Convolutional Networks): MTCNN is made up 

of three-stage cascade convolutional networks, namely P-Net, 

R-Net, and O-Net, each of which enhances face detection 

gradually. These networks are sequentially designed to jointly 

accomplish face localization and landmark detection in a very 

accurate manner. The architecture of MTCNN specifically 

performs well on facial feature capture but at the increased 

computational expense as opposed to the single-stage 

detectors. 

 

YOLO (You Only Look Once): YOLO formulates face 

detection as an object detection task in general. It splits the 

image into a grid and regresses bounding boxes and class 

probabilities in a single forward pass, which makes it run in 

real-time. YOLO is best in fast detection because of its high 

processing speed. Nonetheless, it might not perform well with 

tiny or low-resolution faces since it does not have a multi-

stage refinement. 

 

Hybrid Model (MTCNN + YOLO): The suggested hybrid 

system will bring together the benefits of YOLO and 

MTCNN. The first step is that YOLO uses a quick, rough 

face detection on the entire image. The detected regions are 

refined by MTCNN hence improving localization accuracy. 

Such successive fusion can take advantage of both the speed 

of YOLO and the accuracy of MTCNN, and the final model 

can be well balanced between runtime and detection integrity. 

 

Hybrid Model Implementation: Technologists deployed a 

hybrid model that integrates MTCNN and YOLO for a 

combined architectural strength. A combination of MTCNN 

and YOLO operates within one system to leverage the 

advantages of these two neural networks. The system 

implementation follows these sequential procedures: 

 

MTCNN for Initial Detection 

 MTCNN operates to find faces within pictures and 

produce boundary enclosures. 

 MTCNN delivers precise face localization which 

takes longer time than YOLO cyclic operation. 

 

YOLO for Refinement 

 YOLO accepts the bounding boxes that MTCNN 

located within its detection process. 

 YOLO upgrades the box outline precision and 

accelerates detection efficiency. 

 The system predicts new bounding boxes as an 

additional measure to cover any missing detections. 

 

Pipeline Architecture 

 Step 1: MTCNN begins detecting faces present in an 

image during Step 1. 

 Step 2: Additional steps follow detection through 

MTCNN because the processed faces are transmitted 

to YOLO for refinement. 

 Step 3: YOLO generates the final outputs of refined 

bounding boxes and detections. 

 

Mathematical Representation of the Hybrid Model: The 

hybrid model can be represented using theory where: 

 G= (V, E) represents the detection process as direct 

(DAG). 

 V(vertices) denote different stages: MTCNN 

detection, YOLO refinement, and final bounding 

box output. 

 E (Edges) represents transformations from raw 

image input to final detection output. 

 Let M(x) be the MTCNN detection function and 

Y(M(x)) be the YOLO refinement function: 

 
D Hybrid(x) = Y(M(x)) 

Where: 

 M(x) produces bounding boxes from the image. 

 Y(M(x)) refines these bounding boxes to using 

landmark alignment. 

 The Intersection over Union (IoU) is given by. 

IoU = Area(BMTCNN ∩ BFinal)/Area(BMTCNN ∪ BFinal) 

 

The final face detection confidence is computed as: 

CHybrid = αCMTCNN + βCYOLO 

 

Where α, β are weight factors controlling the influence of 

each model. 

 

4. Result and Discussion 
 

The results of the YOLO, MTCNN and suggested Hybrid 

model were tested on a standardized face detection dataset. 

The comparisons between the models were made using the 

following important metrics accuracy (IoU), precision, recall, 

F1-score, execution time, false positives/negatives, and 

frames per second (FPS). 

 

YOLO had the best execution speed of 25 ms/image and the 

best FPS (35), which is very convenient in real-time systems. 

It, however, displayed moderate false positives and higher 

false negatives with an overall accuracy of 85%, and an F1-

score of 0.85. 
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In comparison, MTCNN provided the best accuracy (92%), as 

well as high precision and recall values. It calculated low 

false positives and negatives, however its execution time was 

much greater (120 ms), which makes it not suitable to be used 

in real-time. 

 

The Hybrid model presented a balanced result: accuracy of 

90%, F1-score 0.92 and runtime of 70 ms. It exceeded the 

results of the separate models in overall accuracy and 

efficiency, and the rates of false detections were minimal, 28 

FPS, which proves its usability in practice, as it is much faster 

and more accurate. 

 
Such findings confirm the effectiveness of the Hybrid model 

as a trade-off solution since it incorporates the qualities of 

YOLO in terms of fast detection and MTCNN in terms of 

accurate face localization. 

 

 The fastest model is YOLOv8 with 35 FPS and only 25 

ms of execution time, however, the precision and recall 

are moderate, which leads to moderate false positives and 

high false negatives. This makes it suitable to real time 

applications where speed is of essence though it might 

overlook smaller faces or occluded faces. 

 
Table 1. Comparison of various models 

Metric YOLOv8 MTCNN Hybrid 

Accuracy 

(IoU) 
85% 92% 90% 

Precision 0.88 0.91 0.93 

Recall 0.83 0.89 0.91 

F1-score 0.85 0.90 0.92 

Execution 

Time (ms) 
25 ms 120 ms 70 ms 

False 

Positives 
Moderate Low Very Low 

False 

Negatives 
High Low Very Low 

FPS 35 5 28 

 

 MTCNN yields the best detection accuracy (92%), and 

good F1-score (0.90), which means balanced and 

accurate detections. Its slow speed (120 ms) and 

extremely low FPS (5) also restrict its use to non-real-

time systems only. 

 

 The Hybrid model offers a middle ground performance 

as it offers the speed of YOLO and the accuracy of 

MTCNN. It obtains 90% accuracy, the best F1-score 

(0.92), and a decent execution time of 70 ms, which can 

be applied in the cases when the combination of accuracy 

and efficiency are desired. It also had the lowest false 

detection rates compared to the three. 

 

4.2 Performance Comparison Graph: This graph 

will highlight key aspects like accuracy, precision, recall, and 

FPS for better visual comparison 

 

Fig.1.Performance Comparison 

 

Here's the graphical representation of the hybrid model's 

performance comparison.  

 

The graph highlights: 

 Accuracy (bars in orange) 

 Precision (bars in brown) 

 Recall (bars in pink) 

 FPS (Speed) (red line) 

 

The outcomes confirm that YOLO is the fastest 

but less accurate, MTCNN is the most accurate but slowest, 

and the Hybrid model is moderate in both speed and 

accuracy. 

 

 There are four largescale parameters visualized in the 

performance graph: 

 Accuracy, Precision, and Recall are indicated as color 

bars. 

 FPS (speed) is presented in the form of a red line. 

 

The main things to notice in the graph: 

 MTCNN displays the most bars in accuracy and recall 

but the least FPS, which implies accuracy but low speed. 

 YOLO demonstrates the FPS line that is the highest, yet 

its accuracy and recall bars are comparably lower. 

 The Hybrid one is special because its bars are always 

high on all the metrics, and the line of FPS is moderately 

high, which distinctly shows that this is a good model to 

unite performance and precision. 

 

Overall general, the graph and the table together with the 

Hybrid model provide a good trade-off between speed and 

detection accuracy that mitigates the shortcomings of YOLO 

and MTCNN used separately. 

 

5. Conclusion 

 
The research paper thoroughly examines YOLO, MTCNN, 

and their Hybrid combination. YOLO achieves maximum 

speed according to Redmon & Farhadi  yet MTCNN 

maintains better accuracy per the findings of Zhang et al.  

This Hybrid model strikes a middle ground between the other 

two approaches by providing an excellent combination of 
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operational speed and accurate result detection. Model 

architecture development should focus on optimization 

methods to reduce false positives and false negatives so the 

system delivers better performance when facing complex 

actual settings. 

 

6. Future Work   
 
Although this research has shown that MTCNN and YOLO 

can be utilized together to achieve better face detection 

results, there are still multiple directions that can be pursued 

in the future to make the model more capable and 

generalizable. 

 
On the one hand, the hybrid model suggested, despite its 

efficiency in maintaining the balance between speed and 

accuracy, uses manually determined thresholds and a pipeline 

that is sequential. The future work can be to pursue the end-

to-end trainable architecture which combines the merits of 

both the models in a unified deep learning model. The 

integration can assist in dynamic optimisation of performance 

during training and can remove redundant processing steps. 

 

Second, the present model has been evaluated using one 

datset. In order to enhance its strength and flexibility, one 

should test the hybrid model using various datasets with 

different lighting conditions, facial expressions, occlusions, 

and poses. It can be improved by incorporating data 

augmentation and domain adaptation technique to generalise 

the model to different real world applications such as low-

light surveillance, mobile based applications and public safety 

settings. 

 
The second promising direction of development is the use of 

lightweight deep learning models, MobileNet, EfficientNet, 

or Vision Transformers (ViTs), to decrease the computational 

complexity and power requirements. This will particularly 

come in handy to implement the face detection system on 

edge devices or real time embedded systems, e.g. drones, IoT 

surveillance systems and mobile phones. 

 
Moreover, attention mechanism and multi-scale feature 

learning could also be incorporated to enhance detection 

accuracy particular to small or partial faces. Such methods as 

feature pyramid networks (FPNs) or attention based on 

transformers can also increase accuracy without a noticeable 

loss of speed. 

 
Lastly, by building out the model beyond detection to facial 

recognition, expression analysis or liveness detection, more 

realistic applications may become viable, such as secure 

authentication, behavioral analytics and intelligent human-

computer interaction. 

 
All figures in the manuscript should be numbered 

sequentially using Arabic numerals (e.g., Figure 1, Figure 2), 

and each figure should have a descriptive title.  The figure 

number and title should be typed with single-spaced, and 

centered across the bottom of the figure, in 8-point Times 

New Roman, as shown below. The figure captions should be 

editable and be written below the figures. 
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